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A tool for assessing the usefulness of
prevalence studies done for surveillance
purposes: the example of hypertension 

Luis Carlos Silva,1 Pedro Ordúñez,2 María Paz Rodríguez,2

and Sylvia Robles2

Every year dozens of cross-sectional studies are carried out that estimate the prevalence of risk
factors for chronic noncommunicable diseases. Given that, there is potentially a large amount of
information that could be extremely useful for risk factor surveillance. However, there are good
reasons to question the methodological rigor and the reliability of the results coming from many
of these studies. The potential benefits of the data are curtailed by the studies’ shortcomings, in
part often because there is no clear and explicit methodological information providing the details
needed to assess the procedures that were actually used, as well as a failure to apply a uniform
methodology that would allow comparisons over time or across studies.

This paper is intended to be both a didactic and practical tool. It describes the construction
of an instrument for assessing the usefulness of prevalence studies done within the context of
surveillance activities, using the example of hypertension. The paper discusses and illustrates
the most common pitfalls found with prevalence studies, and it also offers methodological stan-
dards that can guide future prevalence studies as well as stimulate future research efforts in
this area.  

Surveillance, prevalence, hypertension, risk factors, research methodology.

ABSTRACT

Over the past several years, hun-
dreds of cross-sectional studies have
been carried out to estimate the preva-
lence of various risk factors for chronic

noncommunicable diseases. Despite
the fact that this task is rather simple in
conceptual terms, there are a wide
array of methodological approaches.
There is also great variability in the in-
formation that authors report when
they describe the results of their re-
search efforts. Further, there can be
great variability in such areas as sam-
pling design, age groups comprised,
geographical scope of the study (na-
tional, regional, selected sites, etc.), di-
agnostic criteria and rigor in gathering
primary data, type of data collected,
and ways of arriving at estimates. Such

a wide variety of situations makes one
seriously question the value of the data
being reported, and the variety also
greatly undermines the possibility of
successfully comparing study results
(1). There is a need to promote a
methodological approach that stan-
dardizes some of the steps involved in
such efforts, both in terms of methodol-
ogy and ways of reporting information.

If a tool were available to help things
move in that direction, researchers
would have guidelines pointing to the
need to take into account certain basic
methodological steps that often get
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overlooked. In addition, persons inter-
ested in summarizing, comparing, in-
terpreting, and assessing the studies
performed could do so more produc-
tively, while paying special attention to
what is needed for disease surveillance.

The Centers for Disease Control and
Prevention of the United States of
America has defined a health surveil-
lance system in this way (2): “. . . the
systematic collection, analysis, and in-
terpretation of health data that are es-
sential for planning, implementing,
and evaluating public health actions,
in close connection with the timely
dissemination of such data to those
who need them. The final link in the
surveillance chain is the application of
such data in the area of disease pre-
vention and control.” 

It should be noted that this definition
begins by emphasizing the s y s t e m a t i c
nature of the data collection, which nec-
essarily involves looking at reality from
a temporal perspective. On the other
hand, the aim is not to carry out a num-
ber of disjointed efforts, or to simply
“take a look” at what is happening, but
rather to gain an increased understand-
ing (“analysis and interpretation”), in
order to take action based on the
knowledge provided to the appropriate
individuals (“timely dissemination”).

In the case of chronic noncommuni-
cable diseases (NCDs), one aims to
learn how factors determining disease
processes with a long latency period
and that are strongly dependent on
human behavior are expressed, given
the fact that NCDs differ markedly
from infectious diseases in the way
they change over time. Infectious-dis-
ease surveillance requires that atten-
tion be focused on measuring inci-
dence and not prevalence, and thus it
relies on the continuous observation of
reality. But in the case of NCDs, their
risk factors, and their determinants,
surveillance requires looking at succes-
sive cross-sections at intervals that can
change depending on the disease and
the factors that are under surveillance. 

It must be acknowledged, however,
that prevalence studies are of interest
not only as part of that process of sys-
tematically assessing the reality under
surveillance, but because such studies

are relevant in and of themselves. In
the first place, prevalence studies pro-
vide information that, in spite of being
static, involves past data and points to-
ward areas that may require further at-
tention. In the second place, prevalence
studies may be the source of baseline
information on which to base future
assessments of changing patterns by
means of measurements performed
over time. Thirdly, they are useful for
quantitatively and qualitatively assess-
ing the changes that take place, a fea-
ture that makes them potential instru-
ments for evaluation purposes. 

Obviously, if a study is to be consid-
ered “useful” within the context of dis-
ease surveillance, it must satisfy certain
minimum quality requirements. Fur-
thermore, even among studies that sat-
isfy such requirements, there are subtle
variations in the rigor with which
they’re carried out. Such variations
will determine, to a greater or lesser
degree, the quality of the data and also
the amount of trust that can be placed
in the results.

In order to obtain such a measure of
“usefulness,” an instrument is needed
for collecting the basic elements on
which to base the measurement, and the
points being considered in the analysis
should stem from an explicit rationale.
Note that this is not a checklist for eval-
uating generic aspects, such as structure
or the quality of the references, which
are typically included in guidelines
such as those of the so-called Vancou-
ver group, named after a meeting held
in that Canadian city by the Interna-
tional Committee of Medical Journal
Editors (3). Instead, the instrument is a
guide for assessing the scope and relia-
bility of the c o n t e n t s. Such an instrument
can also be used as a guide for planning
and carrying out future studies.

This paper was commissioned by the
Program on Non-Communicable Dis-
eases of the Division of Disease Preven-
tion and Control of the Pan American
Health Organization (PAHO). It was in-
tended as a response to the technical
needs that PAHO Member States had in
the area of surveillance. The paper also
follows from a consultation process ini-
tiated by that PAHO Program in 1996 in
order to define the main components

that should be included in a surveil-
lance system for the Region of the
Americas (4), one critical element of
which was to make the available infor-
mation usable. In this version of the
paper, we have focused on one of the
most important risk factors, which is in
itself a disease: hypertension.

The construct leading to our pro-
posed instrument stems from an effort
to achieve synthesis while aiming for
the greatest simplicity, so that the
process can concentrate on the essen-
tial aspects of assessment.

THE ASSESSMENT MODEL

Our instrument for assessing a scien-
tific report or article contains 19 ques-
tions covering six technical aspects:

• declared objectives
• the population under study
• sampling design
• methods for gathering information
• the processing of the information
• communicating the results

The instrument’s 19 questions should
be answered in light of what has been
specifically stated in the report or arti-
cle. We must emphasize that providing
all relevant information is a part of the
technical discipline of reporting on re-
search, and making certain this is done
is part of the responsibility of editors.
Not reporting on something is as good
as not having done it in the first place.

Our evaluation strategy is based on
the notion that a paper can cross a par-
ticular minimal threshold or fall short
of it in terms of its usefulness for sur-
veillance purposes. Four conditions,
which are assessed through the instru-
ment’s first four questions, must be
met by a report or article if it is to
reach that threshold: 1) it must be a
population-based study, 2) the sam-
pling design must be described), 3) the
sampling design must be probabilistic,
and 4) estimates must be broken down
by sex and well-defined age groups.
Papers that first meet these four condi-
tions are then assessed using the in-
strument’s remaining 15 questions, and
assigned a point score. 
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Basic questions YES NO

A Is the problem being studied in a general population (rather than one that is captive or institutionalized)?

B Is the study’s sampling design fully described?

C Was a probabilistic sample used?

D Are prevalences given by age groups and sex?

NOTE: Only studies for which a YES answer has been given to all four of the Basic Questions should be scored with the following 15 questions.

Assessment questions YES NO PART

1 Is the problem under study described in both quantitative and qualitative terms? (5) (0) (3)

2 Were standardized techniques used to measure arterial blood pressure? (10) (0) (5)

3 Were universally accepted cut-offs used in diagnosing the ailment? (5) (0)

4 Did the data collectors receive training? (5) (0)

5 Were certified instruments and observers used? (5) (0)

6 Was there quality control of the primary data? (5) (0) (3)

7 Were estimates calculated according to the sampling design? (10) (0) (5)

8 Were estimates made by place of residence, occupation, or educational level? (5) (0) (3)

9 Are the errors of the estimates reported according to the sampling design? (20) (0) (10)

10 Are extrapolations explained or discussed? (5) (0) (3)

11 Are any qualitative judgments made that can serve as the basis for action? (5) (0) (3)

Risk-factor-specific questions YES NO PART

12 In addition to prevalence, was mean blood pressure estimated? (5) (0)

13 Is the percentage of hypertensive individuals who know of their condition indicated? (5) (0)

14 Is the percentage of hypertensive individuals under treatment indicated? (5) (0)

15 Is the percentage of hypertensive individuals whose disease is under control indicated? (5) (0)

Our evaluation model works with
the questionnaire shown in Figure 1.

As indicated in the figure, the in-
strument’s 19 questions are divided
into three groups: 4 “basic” questions,
11 “assessment” questions, and 4
“risk-factor-specific” questions. The
first 4, “basic” questions, A through D,
should be answered affirmatively in
order for the paper to reach the mini-
mum quality threshold. Some of the
remaining 15 questions allow for three
possible answers: YES, which indi-
cates that the task was satisfactorily
performed; NO, which indicates that
the task was not performed, was not
communicated, or was not performed
satisfactorily; or PART, which indi-
cates that the task was only partially
performed. The third option, PART,

makes no sense when applied to ques-
tions 3, 4, 5, 12, 13, 14, and 15, so the
only possible answer to these 7 ques-
tions is either “YES” or “NO.” The
points given for the respective an-
swers to the scored questions are also
shown in Figure 1.

The scoring weights assigned to the
questions are based on a consensus
reached by the authors of this piece.
We gave high weights to efforts to ob-
tain high-quality primary data and to
work meeting high standards in the
use of sampling techniques. 

The maximum total score that can be
obtained is 100, when all 15 of the
scored questions are answered “YES.”
The minimum score is 0, when the an-
swer to all those questions is “NO.” The
paper receives a final grade as follows:

• not useful: It does not meet the min-
imum threshold of satisfying the 4
basic questions.

• minimally useful: It reaches the
threshold but receives fewer than 35
points on the 15 scored questions.

• useful: It receives 35–69 points.
• very useful: It gets 70 points or more.

It should be noted that a paper can
be methodologically sound or even
provide answers to interesting and rel-
evant research questions yet still be
graded as “minimally useful,” since
the assessment involves not only the
quality of the scientific work, but also
its usefulness from the standpoint of
surveillance.

The authors of this piece as well as
several external specialists in research

FIGURE 1. Form used to assess the usefulness of prevalence studies done for surveillance purposes: hypertension example 
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methodology whom we consulted
made numerous revisions to the pro-
cedures described in this paper. These
revisions led to successive corrections
after the procedure was applied to sev-
eral dozen studies (that analysis will
be presented in a separate, forthcom-
ing paper (5)). Other revisions were
made after the procedure was evalu-
ated by experts during what was
essentially an assessment of criterion
validity and face validity of this instru-
ment. It is possible, furthermore, that,
using an approach that one researcher
has recommended (6), the construct
validity of our instrument will be as-
sessed. That will be done by consider-
ing, as an independent construct, the
impact factor of the journals where the
studies that we analyzed (5) had been
published. 

RATIONALE FOR AND
COMMENTS ON THE
QUESTIONS 

This section lists the 19 questions
asked. In each case, there is an expla-
nation of the question’s theoretical
framework, that is, the context that
makes the question relevant or neces-
sary. There are also comments on the
meaning of each of the questions.

Basic questions

A. Is the problem being studied in a
general population (rather than one
that is captive or institutionalized)?
Knowing the prevalence of the risk
factor in the whole, “general” popula-
tion of a given country, geographical
jurisdiction, etc. is essential, since the
actions of health service providers
should be population–oriented. While
they may be useful for other purposes,
studies that attempt to describe the
prevalence of hypertension among
such specific groups as patients who
attend a particular hospital or who
work in a particular field of employ-
ment are of little or no usefulness in
terms of population surveillance. This
should not be confused with the prac-
tice—which is essentially legitimate—

of using as a sample the subjects being
cared for by a sample of physicians 
or health care facilities. This is done,
for example, in so-called “physician-
based surveillance.” 

B. Is the study’s sampling design
fully described? In prevalence studies
the quality of the sample plays a deci-
sive role. In such cases, the purpose of
the study is to estimate the prevalence
of a given risk factor in a population.
This is different, in theory and prac-
tice, from studies that are designed to
answer questions explaining or identi-
fying the association between a risk
factor and a disease condition. Such
association studies require compar-
isons between or among groups, and
the importance is placed on the com-
parability of the selected groups. With
prevalence studies, however, the em-
phasis is on the representativeness of
the population under study—and thus
on the sample.

With all prevalence studies, it is cru-
cial that the sampling procedures em-
ployed be sound. This also applies to
the infrequent situation of studies that
have presumably included “the entire
population,” since this population
under study is, strictly speaking, a
sample that seeks to be temporally
representative. This is the everyday re-
ality. For example, the steps that are
taken in response to a patient satisfac-
tion study performed among hospital-
ized patients will apply to a popula-
tion that is essentially different from
the one that was studied (i.e., the sur-
veyed population vs. a population of
persons hospitalized at a later point in
time). It is likely that people who are
currently hospitalized do not differ es-
sentially from those who were studied
at an earlier date. Therefore, the real
inference being made will be legiti-
mate, even if the formal rule of extrap-
olating the results only to the sampled
population is not followed. 

C. Was a probabilistic sample used?
It is generally believed that a sample
has been drawn with statistical rigor
only if it meets the following two con-
ditions: 1) the procedure assigns each
element in the population a previously

known probability of being included
in the sample, and 2) such a probabil-
ity is not zero for any of the elements.
In cases satisfying these two condi-
tions, a so-called probabilistic sam-
pling method has been followed.

For example, if one wishes to study
the prevalence of hypertension in a city
having 50 census districts, and 20 of
the districts are randomly chosen, fol-
lowed by taking 1 out of every 4 square
blocks within each district, and finally
1 out of 20 adults living in those 20
square blocks that were chosen, a prob-
abilistic sample will have been drawn,
in which everyone in the city has 1
probability in 200 of being selected for
the study. This figure is derived by
multiplying the probability of being se-
lected at each of the three sampling
stages: 20/50 3 1/4 3 1/20 = 1/200.

This is a requirement of the highest
importance, since probabilistic proce-
dures satisfy the intuitive requirement
of eliminating, or at least minimizing,
the burden of the subjectivity that
might influence the selection of the el-
ements to be examined and therefore
the resulting conclusions. Chance en-
sures against systematic distortions,
whether they be deliberate or not, and
its role in that respect is generally irre-
placeable. Secondly—and this is ab-
solutely essential—only a probabilistic
method allows for measuring the de-
gree of precision with which estimates
are made.

One way in which the probabilistic
nature of the sample is quite fre-
quently destroyed is to draw the sam-
ple from patients who seek care in a
particular facility or from a particular
physician. Another way of destroying
the probabilistic nature is when a self-
selection bias is introduced, such as
when a call is made to the general pub-
lic and the people who respond are
those who want to or who find it con-
venient to do so. Also destructive to
the probabilistic nature is setting a cer-
tain number of subjects and then just
choosing them from a particular place
or facility until that number is reached. 

The representative nature of the
sample is of crucial importance in
prevalence studies, and the biases in-
troduced through flaws like the ones
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just described cannot be corrected dur-
ing the analytical phase of the study,
given that the mistakes leading to such
biases were made during the study de-
sign phase.

D. Are prevalences given by age
groups and sex? It is not a requirement
that the study include all age groups
within the population; the study can
focus on a particular age bracket such
as persons over 30, or the elderly. It is
recommended, however, that ages be
divided into 5- or 10-year intervals
after the age of 15. If the study involves
a particular age range, that range
should be divided into 5- or 10-year
groupings. This is extremely important
because it makes it possible to com-
pute age- and sex-adjusted rates that
can be used later to make comparisons.
Furthermore, knowing the prevalences
for different age groups and for each of
the sexes separately is of interest in
terms of refining surveillance. Both
physiologically and behaviorally, the
reality of one group can differ substan-
tially from that of other groups. In fact,
this does occur in the case of hyperten-
sion. In general, it would be advanta-
geous to work with at least the follow-
ing seven age groups: 15–24, 25–34,
35–44, 45–54, 55–64, 65–74, and 75
years or older. 

Assessment questions 

1. Is the problem under study de-
scribed in both quantitative and qual-
itative terms? Obviously, any method
used to resolve a research problem can
only be decided on once the problem
has been clearly formulated. This ques-
tion is intended to reveal whether this
requirement has been met.

Unfortunately, many so-called “de-
scriptive studies” are little more than
an act of observation, rather than a tool
for evaluating reality based on a de-
scription of that reality’s characteris-
tics. A study that is genuinely descrip-
tive should go beyond a neutral
assessment of reality. Studies that de-
scribe a situation are not genuine scien-
tific research when they are indistin-
guishable from administrative reports

that offer little more than facts that
could be generated by a computer and
that fail precisely at the point where
our knowledge and ability to interpret
information is most indispensable.
Genuine research takes place only
when it stems from a critical approach
that allows numerical results to be
translated into value judgments. It is
imperative that the results be precise
and that it be possible to extrapolate
them. However, translating results into
conceptual terms and converting them
into value judgments requires that re-
searchers have a scientific approach,
which begins with a clear formulation
of a problem that merits research. This
approach goes beyond just sampling
methods or other statistical tools.

On the other hand, the objectives of
many studies are quite nebulous, and
the body of the papers is filled with
statistical details that are often unnec-
essary or that bear no relation to the
studies’ true objectives. An example
would be the inclusion of hypothesis
tests among groups, such as by sex or
occupation, that contribute little to the
analysis of the problem under study. 

It is often wrongly believed that for
a descriptive study to be truly “scien-
tific,” it must assess causal factors.
Other authors think that, at least, they
have to assess to what extent putative
risk factors should be corroborated as
such. Causal analyses are thus pro-
vided that fruitlessly distract from the
true objectives of the study. One of the
problems linked to these practices lies
in the fact that the methodological re-
quirements of explanatory studies and
of descriptive studies are virtually in-
compatible. A study that seeks to
make causal associations (instead of
assessments), such as a case-control
study, and that is well designed, can
be performed with a small sample,
perhaps as few as several hundred
subjects. This would be unthinkable in
the case of a descriptive study, since
such a small sample size would be
clearly inadequate.

In summary, the goal is for the re-
searcher to express his or her purpose
within a conceptual framework and to
state objectives that go beyond a mere
knowledge of a set of numbers.

2. Were standardized techniques used
to measure arterial blood pressure?
The use of standardized techniques for
measuring any risk factor is a must. In
the case of arterial blood pressure,
these techniques were recently de-
scribed in detail (7). Following such
standards is especially important in
order to be absolutely certain that the
measurements are accurate. Further,
using standardized techniques is criti-
cal for results to be considered valid
and particularly for genuinely fruitful
comparisons with other studies. 

3. Were universally accepted cut-offs
used in diagnosing the ailment? O v e r
the years, a number of different criteria
have been used to determine if an indi-
vidual is hypertensive. However, the
criterion that at present is considered
almost universally valid is a reading of
140 mm Hg for the systolic pressure
and 90 mm Hg for the diastolic pres-
sure (8, 9). In practice, any subject who
is being treated for hypertension, either
with drugs or another approach, or
who has a reading that is above his or
her usual pressure, should be consid-
ered hypertensive. One should avoid
the practice, which is seen in some re-
ports, of reporting only one of the two
measures, either diastolic or systolic. 

4. Did the data collectors receive
training? Questionable blood pressure
readings can often be attributed to
measurements being taken without
using standard methods and instru-
ments. Therefore, training of nurses,
technicians, or other personnel is of
crucial importance. Training can be
done through classes or by using spe-
cial tapes or films. 

5. Were certified instruments and ob-
servers used? Certified instruments
and observers are another basic
methodological ingredient in obtain-
ing valid measurement data. Since
1927, when the first sphygmomanome-
try standard was published, there have
been many reports about available de-
vices. For example, the Association for
the Advancement of Medical Instru-
mentation (AAMI) has approved a
sphygmomanometer equipment stan-
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dard that covers such elements as
safety, accuracy, and instructions; the
AAMI also has various certification
programs for equipment specialists
and technicians. 

6. Was there quality control of the pri-
mary data? As with training and certi-
fication, quality control is crucially im-
portant in guaranteeing the quality of
the primary data. Quality control is
also vital to reducing intraobserver
and interobserver bias. The two funda-
mental aspects of quality control are: 
1) performing a repeat survey (ideally,
another observer should perform it on
a subsample) and 2) making certain
that when recording a measurement,
such as weight or blood pressure, there
is no bias in favor of particular final
digits, especially zero. If, for instance,
the frequency of observations ending
in zero is greater than 30%, the data are
not considered to be of sufficient qual-
ity to be valid. A properly performed
study should include the detailed re-
sults of this analysis. (For further de-
tails on the subject of quality control in
epidemiologic studies, see Chapter 11
in Nieto and Szklo (10).)

7. Were estimates calculated accord-
ing to the sampling design? Quite
often, study designs are not equally
probabilistic; that is, every subject in
the population does not have an equal
chance of being included in the gen-
eral sample. In such cases, it is neces-
sary to resort to weighing in order to
adjust the estimates. This is done by
correcting estimates for which not all
subjects had the same chance of being
in the sample, as tends to be the case
when a more or less uniform sample
size is used despite the fact that the
age pyramid is not uniform for all
ages. Attributing the unweighted sam-
ple prevalence to the entire population
is an error in such cases. 

For example, let’s suppose that in a
study of elderly persons, there are only
two age groups, 65–79 years and 80–95
years, and that 200 individuals are se-
lected from each group. Let us also
suppose that 80 are found to be hy-
pertensive in the first group, and 100 
in the second group (rates of 40% 

and 50%, respectively). Without weigh-
ing, the estimate would be a rate of
180/400, or 45%. However, if the two
groups are not the same size in the
general population—as would be ex-
pected—it becomes necessary to use
weighing. If, for instance, in the popu-
lation there are 15 000 subjects in the
first age group and only 5 000 in the
second, an accurate estimate would in-
volve applying weights (0.75 and 0.25)
to the prevalences of both groups, that
is: (0.75 3 40%) + (0.25 3 50%) = 42.5%. 

8. Were estimates made by place of
residence, occupation, or educational
l e v e l ? For surveillance purposes, mak-
ing estimates by place of residence, oc-
cupation, or educational level is de-
sirable since it provides the basis for
planning actions. Nevertheless, satis-
fying this requirement is not an ab-
solute condition for a study to be valid.
For purposes of prevention, having
such data could contribute to a more
refined intervention, to more accurate
planning and impact evaluation, and
to better-oriented educational efforts
(11, 12). 

9. Are the errors of the estimates re-
ported according to the sampling de-
s i g n ? Precision can be indicated either
by giving confidence intervals or by
separately showing the maximum error
that could be affecting the estimates.
This step should not be skipped, since it
allows one to judge to what degree he
or she can be certain to really know the
parameter being estimated. The Inter-
national Committee of Medical Journal
Editors is categorical on this point in its
universally accepted document known
as the Uniform Requirements for Manu-
scripts Submitted to Biomedical Journals,
in the section devoted to presenting sta-
tistical data (3). That section asks au-
thors to: “. . . quantify findings and pre-
sent them with appropriate indicators
of measurement error or uncertainty
(such as confidence intervals). Avoid
relying solely on statistical hypothesis
testing, such as the use of P v a l u e s ,
which fails to convey important quanti-
tative information.”

For example, let’s suppose that two
countries are found to have a 25%

prevalence rate of hypertension. Let’s
also assume that, if we take into account
the sample size used in each study—
which has a decisive influence on the
magnitude of the error—as well as the
sampling design employed—which is
also a crucial determinant of the way
the errors are calculated—the error esti-
mates for the two countries are 2% and
23%, respectively. In the first instance,
one can be quite certain that the rate lies
somewhere between 23% and 27%.
With the second country, however, one
can only be certain that the rate falls be-
tween 2% and 48%. The difference be-
tween what is known about each of the
two countries is immense. The first
study can be considered very informa-
tive, whereas the second one could be
virtually useless, since it was almost
certain beforehand that the prevalence,
despite being unknown, was not less
than 2% or greater than 48%.

Care should be taken with some-
times complex probabilistic studies that
are performed and where later the sam-
pling errors are not estimated, or only
vague statements are made about them.
That is, the design phase is rigorously
conducted, with a specialist consulted
in an effort to ensure that the sample is
probabilistic, but in the analytical phase
the calculation of errors is omitted. This
undermines the initial efforts at per-
forming serious research. It is likely
that those who work in this fashion
mistakenly believe that if they develop
a formal design in which chance plays a
role, they are making the sample repre-
sentative. Instead, the only thing they
are doing is ensuring the objectivity of
the person designing the sample and
the possibility of estimating the degree
to which the estimates are accurate. 

Very frequently, errors or confi-
dence intervals are computed using
the formula normally applied for sim-
ple random sampling (SRS). But in
nearly all cases, the sampling design is
not a simple one, but rather multistage
or cluster sampling, which is used at
least 90 times out of 100. The sampling
error usually made when estimating a
proportion—particularly a prevalence
rate—is thus greater than the one that
is being taken as valid when SRS for-
mulas are used. 
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The assessment tool that we de-
scribe in this paper, it is worth noting,
does not ask about the sample size em-
ployed. The reasons for this have to do
with something that is not adequately
understood: no matter what the sample
size, sampling errors can always be calcu-
lated a posteriori. The formulas for
computing errors explicitly take into
account the sample sizes used. The
structure of these formulas is such that
the researcher will be unable to draw
firm conclusions from the data if the
sample size is inadequate; therefore,
sufficiently large samples should be
taken. At the same time, the formulas’
structure ensures caution when the
sample size is too small.

It is quite often better to rely on com-
mon sense and to take into account the
sample sizes used in similar studies,
rather than to base decisions on the pre-
sumed objectivity of the formulas. On
the other hand, it is senseless to decide
on the sample size without taking effi-
ciency into account. That is, if resources
were unlimited, many times there
would not even be a need to use a sam-
ple, and the entire population could
come under study. Considerations such
as time, availability of personnel, and
budget should, and in fact always do,
play a decisive role in decision-making,
even though the influence of such lim-
iting factors is implicit or is masked.

Most books overlook these facts.
Fortunately, there are exceptions; one
of them is the classic text by Kenneth
Rothman (13), published in 1986,
which clearly acknowledges the im-
possibility of a theoretical solution,
stating: “In short, the problem of de-
termining the best sample size is not a
technical one; it cannot be resolved
through computations, but instead
must be approached with judgment,
experience, and intuition.” 

Notwithstanding, what has become
standard belief among students and
researchers is that for every problem
there is a single number that can be
“discovered” by specialists, aside from
personal considerations, and that this
one number can be found through
technical means by a few “chosen”
ones who are capable of understand-

ing complex formulas. Many experts
in such methodology can and do put
modest researchers in a bind by asking
them to justify their sample size in
light of what they have seen in the lit-
erature, or in light of the resources
they have available. In such cases, the
researchers may resort to using formu-
las that, as has been explained and
illustrated in detail elsewhere (14), are
far more subjective than they would be
for an individual who relies on his or
her own common sense to choose the
sample size.

In the case of hypertension, preva-
lence rates typically range from 15% or
20% up to 40%. Given that, studies in
this field should have no fewer than
200 subjects in each age and sex cate-
gory. Sample sizes can be more or less
the same in each group, and this is ad-
visable so that similar precision can be
attained in all estimates. However, this
strategy will almost certainly be in-
compatible with equal probabilities.
That is, there are fewer individuals in
the older age groups, so each one of
those persons will have a greater
chance of being included in the sample
than will younger individuals. In such
cases, weighing must be used to esti-
mate general prevalence rates, whether
or not those rates have been adjusted
in accordance with a reference popula-
tion for comparison purposes.

10. Are extrapolations explained or
discussed? The legitimacy of extrapo-
lations is one of the thorniest topics in
the field of prevalence studies. Stu-
dents of sampling design are quite fa-
miliar with the rule that states that “in-
ferences made on the basis of a sample
should be applied only to the popula-
tion from which the sample was
drawn.” From a strict point of view,
this is unquestionably true. However,
firm adherence to this rule would have
such paralyzing effects that, in prac-
tice, it tends to be overlooked.

It must be acknowledged that fre-
quently, for one reason or another,
with the particular method used to se-
lect subjects, not all individuals in the
population have a chance to be in-
cluded in the sample, yet the infer-

ences objectively drawn from the re-
sults apply to the entire population
and not only to the portion from which
the sample was drawn. The degree to
which such a “transgression” of the
sampling rule can be “pardoned” is
not, generally speaking, a statistical
matter. Rather, it is inherent to the
problem being studied, and it depends
on the researchers’ judgment, based on
their common sense and their under-
standing of the problem, which must
serve as the basis for the final word. 

Let us assume that, in a study like
the ones we have described, subjects
are selected from the three largest cities
within a country, and that on that basis
it is estimated that 20% of those cities’
residents have abnormally high blood
pressure levels, with a 95% confidence
interval of 16% to 24%. What does this
mean? The classic answer is, “We can
be reasonably certain that the percent-
age of hypertensive individuals in
those three cities when the survey was
conducted was between 16% and
24%”—and no more and no less than
that. What must be emphasized is that,
formally speaking, the inference is lim-
ited to the prevalence in those three cities
at that point in time. However, no one
would perform the study if the results
were to be no more than a historical
anecdote. If such results are published,
it is frequently because there is a tacit
belief that they are indicative of some-
thing that occurs beyond the three
cities involved and beyond the time the
survey is conducted. What happens is
that the decision regarding the geo-
graphical and temporal scope of the ex-
trapolation is often left in limbo, which
relieves the researchers of having to
openly commit themselves. However,
it does not resolve the fact that the in-
ference being objectively drawn tran-
scends the sample on which it is based.

Obviously, the reality unveiled by
the study will not be pertinent 20 years
later, nor will it be possible to extrapo-
late it to the rural population. How-
ever, it is likely that the findings do re-
flect what occurs in other cities, and
that the findings are essentially valid
as long as the determining factors do
not change.
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Now let us assume that we wish to
estimate the prevalence of hyperten-
sion in a given city, but that, for prac-
tical reasons, the sample will be drawn
from an incomplete list containing
only 90% of the current population.
Let us imagine, for instance, that the
sample includes only those individu-
als who have been seen at least once in
a health facility, given that the sam-
pling frame will be the records kept in
such facilities. In such cases, the result-
ing sample will only include subjects
who have had that experience.

The key question, which is clearly
not statistical in nature, would be as
follows: Are there reasons for suspect-
ing that having been seen at a health
facility at some point is somehow re-
lated, either directly or indirectly, with
having a given risk factor? If the an-
swer is yes, there is no “pardon” possi-
ble. But if, despite any theoretical spec-
ulations on the part of public health
experts and physicians, there is no
such link, either direct or indirect, be-
tween the two conditions, the natural
inclination would be to give “method-
ological absolution” and allow extrap-
olation. Let us recall that, in any event,
any knowledge acquired through a
sample is temporary and subject to im-
provement. On the other hand, if we
are flexible in making temporal extrap-
olations, why can we not be flexible
when making spatial extrapolations?
Ultimately, it is a matter of being flexi-
ble within a rigorous framework, which
is far better than being rigid while
adhering to a conceptually nebulous
foundation, as happens so often and in
so many situations.

In summary, the proper degree of ex-
trapolation is usually a problem equally
involving formal sampling formulas
and common sense. What is not per-
missible is a failure to specifically com-
ment on the particular population to
which results can be extrapolated. 

11. Are any qualitative judgments
made that can serve as the basis for
action? Genuine descriptive research
is typically an effort to assess reality,
particularly when performed within
the context of surveillance. However,

it is essential not to engage in conduct-
ing observational exercises based on
an uncritical, superficial use of de-
scriptive statistics, which renders any
study meaningless.

Understanding the research process
as a complex and integrated activity
should lead us to avoid formal catego-
rizations, such as separating descrip-
tive from explanatory research, even
though making that distinction may be
useful in certain circumstances, such as
for teaching purposes. It would not be
possible to conduct genuinely fruitful
analytical research without the knowl-
edge on which to base the hypotheses
being tested; in general, such an empir-
ical foundation either stems from de-
scriptive studies or is consistent with
them. Thus, whereas descriptive stud-
ies are not explanatory procedures in
themselves, they are a form of biomed-
ical research that is not only legitimate,
but necessary beyond doubt in order to
design practical tasks and proper sur-
veillance in the future. It is so much 
so that, according to Greenland (15),
“the first duty of the epidemiologist is
descriptive.” Conclusions derived from
prevalence studies should ideally go
beyond quantitative measures and pro-
duce useful judgments that the various
health actors can apply in taking cor-
rective measures.

Risk-factor-specific questions

12. In addition to prevalence, was
mean blood pressure estimated? T h e r e
is a broad recognition of the importance
of estimating prevalence based on a
dichotomization, that is, whether a
person does or does not have the con-
dition under study. And while that di-
chotomization may be useful for guid-
ing action or for legal purposes, it does
not communicate all the relevant infor-
mation about the disease. Therefore, it
is useful to present ordinal or continu-
ous values when possible, such as
means and dispersion. In the case of hy-
pertension, that would be both systolic
and diastolic blood pressure, measured
in mm Hg. Population means are im-
portant for monitoring the changes in

the population at large, thus its public
health importance. The classification of
having or not having the condition has
mostly clinical significance, since it is
the basis for treatment decisions.

Clearly, arterial blood pressure as
such is highly important, especially
among persons who are ill. Therefore,
some intervention programs include
among their goals the reduction of
blood pressure levels in and of them-
selves, independent of whether or not
the programs can reduce the preva-
lence of the disease.

13. Is the percentage of hypertensive
individuals who know of their condi-
tion indicated?; 14. Is the percentage
of hypertensive individuals under
treatment indicated?; 15. Is the per-
centage of hypertensive individuals
whose disease is under control indi-
c a t e d ? These three questions respond
to the need to have data that are of
crucial importance to taking action 
in areas that can be directly changed
through health interventions and that
allow more accurate estimates of the
prevalence of high blood pressure. This
applies to changes that can be devel-
oped by health service providers as
well as to ones in which the patient and
the community participate actively and
consciously. 

All three questions are results indi-
cators, which are essential to any sec-
ondary-prevention program. In and of
themselves, such data are crucial for
surveillance and are useful for design-
ing interventions. Needless to say, a
population in which 25% of those who
are ill know of their condition is poten-
tially much less protected than one in
which 50% of those with the illness are
aware of their problem. 

FINAL CONSIDERATIONS 

Descriptive studies have been given
the “bad reputation” of being useless
for studying causality, and of thus
being useless in general. Nothing
could be more wrong. It is imperative
not only to reestablish the legitimacy
of descriptive studies as an intrinsi-
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cally valuable public health instru-
ment, but also to underscore the ur-
gent need to revitalize their presence
in current research. 

This is particularly true for the type
of research being performed to ac-
tively transform health conditions
within a community, which is the ulti-
mate aim of research. 

Keeping in mind the value that
prevalence studies have as tools within
health surveillance systems, there is an

obvious need to increase their method-
ological rigor and thus allow us to
place more faith in their results.

As indicated in the subtitle of this
paper, we chose as an example studies
of the prevalence of hypertension.
While we believe that the overall phi-
losophy of this paper is applicable to
any risk factor, such as smoking, hy-
percholesterolemia, or obesity, there is
no doubt that in other cases it will be
necessary to make proper adjustments

as required by the specific risk factor
under study. 

We hope that the sizable limitations
in terms of clear and explicit method-
ological information and of homo-
geneity that are present in current re-
search and scientific literature can be
overcome, or at least reduced, by
using a standard tool such as the one
described in this paper. We recom-
mend its use from both a practical and
a didactic perspective.
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Puesto que cada año se realizan docenas de estudios transversales que estiman la
prevalencia de factores de riesgo de las enfermedades no transmisibles, es posible que
exista mucha información de gran utilidad desde el punto de vista de la vigilancia de
dichos factores. No obstante, hay fuertes motivos para poner en tela de juicio el rigor
metodológico y la fe que se puede depositar en los resultados de muchos de estos es-
tudios. Los posibles beneficios que aportan estos datos se ven limitados por las de-
ficiencias de los estudios, en parte porque no hay información metodológica clara y
explícita con los detalles necesarios para evaluar los procedimientos empleados y
porque no se aplica una metodología uniforme que permita hacer comparaciones a lo
largo del tiempo y entre distintos estudios.

Este trabajo tiene por objetivo servir como herramienta didáctica y práctica. En él se
describe la construcción de un instrumento para evaluar la utilidad de los estudios de
prevalencia efectuados en el contexto de las actividades de vigilancia, utilizando a
manera de ejemplo el caso de la hipertensión. El trabajo también examina e ilustra las
deficiencias más comunes de los estudios de prevalencia y ofrece pautas metodológ-
icas que servirán para orientar cualquier estudio futuro y estimular investigaciones
adicionales en este campo.

RESUMEN

Metodología para valorar la
utilidad de estudios 

de prevalencia realizados 
con miras a la vigilancia: 

el ejemplo de la hipertensión


